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ABSTRACT

Surround view application involves multiple cores running in parallel. MCU R5F starts with booting the device,
AT72 triggering the vision apps application, R5F starting the camera and display. Using the default Linux SDK
with vision_apps, the time taken to achieve surround view is of the order of 25 sec as depicted in Figure 1-1.
This application note focuses on optimizing the time to get out the first frame of surround view to display in
approximately 2.6 seconds.

Note
This document is based on the SDK 08.06.00.12 and is tested on the J721E EVM.
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1 Introduction

The Surround View application shows a 4-image sensor 3D Surround View image. The four cameras capture a
raw image that is processed by the on-chip ISP. The four images are given to the GPU to do the 3D Surround
View rendering. This image is given to the DSS to display on a screen.

The Surround View app contains two separate graphs. The first graph is simply used for generating the GPU
LUT that contains the SRV bowl mapping. This graph is only executed once with the given application; however,
if the GPU LUT needs to change depending on the scene, this can be run multiple times. The second graph
contains the full GPU SRV, capturing using the capture node, giving the raw output to the VISS and AEWB
nodes to perform the image processing. The output of the VISS is then given to the GPU to perform the
rendering of the SRV image. Finally, this output image is given to the display node to be shown on the screen.
Figure 1-1 shows the detailed block diagram for the SRV application.
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Figure 1-1. Surround View Block Diagram
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In the current flow, the time taken to run this SRV demo using MMCSD as boot media is around 20 sec. The
detailed timing diagram is as shown in Figure 1-2

|
\ \ \ \ \ \
| SPL Linux Kernel ‘ Full Fledged FS ‘ SRV Applicati |
AT72 | ATF U-Boot inux Kerne fe] ‘ pplication
\ \ \ \

\ \
\ \
\ \
\ \
\ \
\ \
\ \
\ \
\ \
Main R5F0 | MCU2_0 Firmware |
\ \
[ [
\ \ \
\ \ \
\ \ \
\ \ \
\ \ \
\ \ \
\ \ \ \
MCU R5 ‘ ‘ ‘ ‘
\ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
MCU R5 Power 7.0 sec 20 sec 25 sec
ROM On

Figure 1-2. Default Timing Diagram of SRV Application

This application note addresses the optimizations methodically at every stage of boot:

* Bootloader switch to SBL from OSPI boot media.
* Linux device tree optimizations

* File system switch to tiny rootfs

» Vision_apps Framework optimizations

* Imaging (Sensor driver) Framework optimizations
» Vision_apps Application re-design

Each of these stages are elaborated in the coming sections.
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Thus, eventually leading to running a surround view demo in approximately 3 seconds from power ON. The
detailed timing diagram is as shown in Figure 1-3.
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Figure 1-3. Optimized Timing Diagram of SRV Application
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2 Optimization Methology

2.1 Bootloader Switch to SBL From OSPI Boot Media

In the case of SPL-based boot flow, the MCU2_0 firmware loading happens only at the U-Boot stage. This
implies that it can take around 1.8 sec to load the firmware.

On the other hand, with the SBL-based boot flow, the firmware loading is supported from SBL. This implies that
firmware loading starts as early as 100 ms.

Choosing the OSPI as the boot media further speeds up the booting against MMCSD boot media.
With the above path and chosen optimizations, it saved about 1.5 Seconds.

2.2 Linux Device Tree Optimizations

The major changes involved in Linux Optimizations are as mentioned below:

* Add loglevel=0 parameter to bootargs to suppress all the kernel prints

» Disable all the device tree nodes that are not needed for SRV

» (C6x, C7x are not used for SRV so disable probing them

* USB, PCle, UARTSs, SPI, Serdes to name a few that are not needed for SRV.

» Switch the file system from MMC-SD to eMMC

*  MMC-SD probing adds additional 1sec, so disable that as the last step once the file system is switched to
eMMC

The above optimizations saved 6-7 Seconds to get to file system.
2.3 File System Switch to Tiny rootfs

Switch to tiny rootfs from full fledged arago file system. Tiny rootfs is a bare minimal file system and does not
contain multiple libraries that are essential for the vision_apps framework and graphics modules to be functional.
This optimizes file system loading time by avoiding all the non-essential file system services initialization.

Post this, copy /lib and /usr/lib contents from full fledged FS to the corresponding folders in tiny rootfs and then
copy the above prepared SD card rootfs to eMMC.

Modify the Init script that does the below:

» Instead of booting all the way to prompt hijack the init script to do bare minimal tasks for SRV

* Mount all the necessary file system folders.

* Export the relevant paths.

* Insert the virtio_rpmsg_bus, ti_k3_r5_remoteproc (R5F driver), pvrsrvkm (Graphics driver) modules.
* Run the SRV application

The above optimizations saved another 9-10 Seconds to get to linux prompt.
2.4 Vision_apps Framework Optimizations

As the SRV application is a vision_apps-based demo, there are few optimizations that are done to the
vision_apps framework that provides faster execution of the demo.

The optimizations are as follows:

*  Removing C6x and C7x cores from build and from IPC.

* Hardcoding parameters for choosing the camera.

* Re-structure the MCU2_0 application to perform all the SRV and dependent tasks to be done before the
others.

* Remove dependency of SRV on C6x and C7x.

» Split ISS sensor initialization so that camera sensor initialization is started independent of vison_apps IPC.
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2.5 Imaging Framework Optimizations

The imaging framework is involved in configuring the four sensors and the UB953 - UB960 serdes. Hence, there
are few optimizations that are done to the imaging framework, that maintains the configuration of the sensors
and SER-DES.

The optimizations are as follows:

» Set 12C broadcast flag so that all four cameras are initialized in parallel over 12C.

» Optimize the delays for camera sensor register programming.

* Optimize delays in the UB960 and UB953 initialization delays.

» Parametrize the ISSSensor_init function so as to support camera initialization independent of vision_apps IP.

The above optimizations reduced camera initialization time from 3sec to 600-700 milli seconds.
2.6 Vision_apps SRV Application Redesign
The application itself is redesigned for a faster execution as mentioned below:

* Move out the camera initialization code to MCU2_0 firmware.
» The above design change makes sure that the camera initialization happens right after the MCU2_0 starts
running and not when the SRV application starts.

This makes sure that the 600 milli seconds spent on camera initialization happens in parallel when A72 is
booting Linux and loading file system.

Eventually leading to Surround view demo in approximately 3 seconds from power-on.
3 Detailed Design Procedure

Before moving on to the integration of patches, follow the instructions mentioned in Vision-apps User Guide to
setup and build the Linux and RTOS SDK for J721E EVM.

3.1 Linux Integration (PSDKLA)

Download the attached tar ball to: $PSDK_Linux/board-support/linux-5.10.162+gitAUTOINC+76b3e88d56-
g76b3e88d56.

0001-vision_apps-Integrated.patch

0002-linux-optimization.patch

cd $PSDKLA_PATH/board-support/1inux-5.10.162+gitAUTOINC+76b3e88d56-9g76b3e88d56
git apply 0001l-vision_apps-Integrated.patch

gzt apply 0002-Tinux-optimization.patch

cd ..

make Tinux

3.2 Imaging Integration(PSDKRA)

cd $PSDKRA_PATH/imaging

git init

git add .

git commit -m "Initial commit"

Download the attached tar ball to: $PSDKRA_PATH/imaging
8 6_srv_Imaging.patch

git apply 8_6_srv_Imaging.patch
cd ../vision_apps
make imaging
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3.3 Vision_apps Integration (PSDKRA)

cd $PSDKRA_PATH/vision_apps
git init

git add .

git commit -m "Initial commit"

Download the attached patch to: $PSDKRA_PATH/vision_apps:
8 6 SRV vision_apps.patch

git apply 8_6_SRV_vision_apps.patch
make sdk

3.4 PDK Implementation (PSDKRA)

cd $PSDK_RTOS_PATH/pdk_jacinto_08_06_00_31
git init

git add .

git commit -m "Initial commit"

3.4.1 Build R5 SBL for OSPI Boot Mode

cd $PSDK_RTOS_PATH/pdk_jacinto_08_06_00_31/packages/ti/build
make ipc_echo_testb_freertos
make sb1_ospi_img_hlos

Image is generated here:

$PSDK_RTOS_PATH/pdk_jacinto_08_06_00_31/packages/ti/boot/sb1/binary/j721e_evm/
ospi/bin/sb1_ospi_img_hTos_mcul_0_release.tiimage

3.4.2 Build combined_applmage

1. Replace the below file "config.mk" in $PSDK_RTOS_PATH/pdk_jacinto_08_06_00_31/packages/ti/
boot/sb1/tools/combined_appimage/config.mk

config.mk
2. Open the above file and edit the paths:
a. HLOS_BIN_PATH
b. DTB_IMG
c. VISION_APPS_FW_PATH
d. KERNEL_IMG
3. Build the combined applmage using the below commands:

$PSDK_RTOS_PATH/pdk_jacinto_08_06_00_31/packages/ti/boot/sb1/tools/combined_appimage
make clean
make BOARD=j72le_evm HLOS_BOOT=optimized

4. The binary is generated under:$PSDK_RTOS_PATH/pdk_jacinto_08_06_00_31/packages/ti/
boot/sb1/tools/combined_appimage/bin/j721le_evm

3.4.3 Copy TIFS and phy Tuning Parameters

1. Pick the tifs.bin prebuilt from $PSDKRA_PATH/pdk_jacinto_08 06 _00_31/packagesi/ti/drv/sciclient/soc/V1/
tifs.bin.
2. Pick the attached nor_spi_patterns.bin:

a. nor_spi_patterns.bin
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3.5 Flashing the Binaries to OSPI

There are multiple methods to flash the binaries to OSPI flash as mentioned in TDA4 Flashing Techniques. This
application note uses the u-boot to copy the images onto the OSPI Flash.

1. Copy four images to SD card boot partition:
a. combined_opt.appimage
b. tifs.bin
c. sbl_ospi_img_hlos_mcu1_0_release.timage
d. Nor_spi_pattern.bin
2. Flash to OSPI using the below commands:

st probe

st erase 0x0 0x4000000

fatload mmc 1 ${loadaddr} sb1_ospi_img_hlos_mcul_O_release.tiimage;
st update $loadaddr 0Ox0 $filesize;

fatload mmc 1 ${loadaddr} combined_opt.appimage;

st update $loadaddr 0x100000 $filesize;

fatload mmc 1 ${loadaddr} tifs.bin;

st update $loadaddr 0x80000 $filesize;

fatload mmc 1 ${Toadaddr} nor_spi_patterns.bin;

sf update $loadaddr 0x3fe0000 $filesize;

3. Switch to OSPI Boot mode. All the boot binaries are now in OSPI.
3.6 Steps to Install vision_apps With tiny-rootfs on SD Card

1. Insert the SD card and check whether /dev/sdb exists (already formatted card). If yes, do the following steps:

cp $PSDK_LINUX_PATH/filesystem/tisdk-tiny-image-j7-evm.tar.xz $PSDK_RTOS_PATH
umount /dev/sdbl

umount /dev/sdb2

cd ${PSDK_RTOS_PATH}

sudo psdk_rtos/scripts/mk-Tinux-card.sh /dev/sdb

2. Download the below script to $PSDKRA_PATH/psdk_rtos/scripts/ folder and give executable permissions:
a. install_to_sd_card_tiny.sh

cd $PSDKRA_PATH

chmod +x psdk_rtos/scripts/install_to_sd_card_tiny.sh
cp $PSDKLA/filesystem/tisdk-tiny-image-j7-evm.tar.xz .
./psdk_rtos/scripts/install_to_sd_card_tiny.sh

3.7 Copy Test Data to SD card (one time only)

cd /media/$USER/rootfs/

cp -r $PSDK_LINUX_PATH/targetNFS/1ib/* /media/$USER/rootfs/T1ib

cp -r $PSDK_LINUX_PATH/targetNFS/usr/1ib/* /media/$USER/rootfs/usr/1ib/
cp -r $PSDK_LINUX_PATH/targetNFS/etc/* /media/$USER/rootfs/etc/

mkdir -p opt/vision_apps

cd opt/vision_apps

tar --strip-components=1 -xf ${path/to/file}/psdk_rtos_ti_data_set_xx_xx_xx.tar.gz
sync

cd ${PSDK_RTOS_PATH}/vision_apps
make Tinux_fs_install_sd
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3.8 Init Script

1. To avoid losing time on filesystem mounting, bypass using an init script:

a. Copy the init script file, init.sh, to the SD Card in /media/${USER}/rootfs/home/root directory
b. After flashing the minimal filesystem to the card, boot up the first time. Login as root.

Follow the below commands rrom the Linux command prompt on the evm:

chmod +x init.sh

cd /sbin/

rm init

1Tn -s /home/root/init.sh init

3.9 Moving File System From SD to eMMC
Boot to Linux command prompt on the TDA4-EVM:

1. Format the emmc and execute the following commands to copy filesystem from MMC-SD to eMMC.

mkdir /mnt/emmc

mkdir /mnt/sd

mount /dev/mmcb1kOp2 /mnt/emmc
mount /dev/mmcblklp2 /mnt/sd
cp -r /mnt/sd/* /mnt/emmc

sync

2. After the above step, you can optimize the MMC-SD aka sdhci1 node from DT by applying the patch
below.

0003-Linux-eMMC-filesystem.patch
3. Insert the SD card in ubuntu host machine. Build the dtb and update the combined_applmage with the latest
DTB.

cd $PSDK_LINUX_PATH/board-support/1inux-5.10.162+gitAUTOINC+76b3e88d56-g76b3e88d56

git apply 0003-Linux-eMMC-filesystem.patch

make Tinux-dtbs
cdk$PS?K_RTOS_PATH/pdk_jacinto_08_06_00_31/packages/ti/boot/sb1/too1s/combined_appimage

make clean

make BOARD=j72le_evm HLOS_BOOT=optimized

cp $PSDK_RTOS_PATH/pdk_jacinto_08_06_00_31/packages/ti/boot/sb1/tools/combined_appimage/bin/
j721e_evm/combined_opt.appimage /media/$USER/BOOT

sync

4. Now, insert the SD card to TDA4-EVM and burn the new combined.appimage to OSPI:

st probe
fatload mmc 1 ${loadaddr} combined_opt.appimage;
st update $loadaddr 0x100000 $filesize;

5. Power off the board.
6. Switch to OSPI.
7. Dip switch settings:
a. Sws: 00000000
b. SW9: 01000000
8. Boot the board.
9. SRV demo can be up in approximately 2.6 seconds.
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.282]
.298]
.299]

.331]
.346]

.346]
.474]
.308]
.308]
.308]
.308]
.308]
.324]
.324]
.340]
.340]
.340]
.340]
.340]
.340]
.356]
.3561]

.372]
.372]
.388]
.388]
.404]
.404]
.404]

.420]

.420]
.436]
.436]
.436]
.436]
.452]
.452]
.452]
22.
22.
22.
22.
22.

516]
532]
548]
548]
548]

.660]
.660]
.660]
.661]
.676]
.676]
.676]
.676]
.676]
.676]
.676]
.676]
.676]
.676]
.676]

.692]

SBL Revision: 01.00.10.01 (Feb 14 2025 - 17:25:21)
TIFS ver: 8.6.3--v08.06.03 (chill capybar

NOTICE:
ERROR:
L

N

L
L

BL31: Built : 11:48:17, oct 29 2024

GTC_CNTFIDO 1is 0! Assuming 200000000 Hz. Fix Bootloader
.000000] Booting Linux on physical CPU 0x0000000000 [0x411fd080]
.000000] Linux version 5.10.162-g76b3e88d56 (oe-user@oe-host)

.000000]
.000000]

[ 0.000000] printk: bootconsole [ns16550a0] enabled

ERROR: GTC_CNTFIDO is 0! Assuming 200000000 Hz. Fix Bootloader

APP: Init ... !!!

MEM: Init ... !!!

MEM: Initialized DMA HEAP (fd=4)

MEM: Init ... Done !!!

IPC: Init ... !!!

IPC: Init ... Done !!!

REMOTE_SERVICE: Init ... !!!

REMOTE_SERVICE: Init ... Done !!!

0.000000 s: GTC Frequency =

Init ... D

0.000000 s:

0.000000 s:
P
s
s

Machine model: Texas Instruments K3 J721E SoC

0
0
0
0 earlycon: ns16550a0 at MMIO32 0x0000000002800000 (options

0 MHz
APP:
VX_ZONE_INIT:Enabled

VX_ZONE_ERROR:Enabled

VX_ZONE_WARNING:Enabled

VX_ZONE_INIT:[tivxInitLocal:130] Initialization Done !!!
VX_ZONE_INIT:[tivxHostInitLocal:93] Initialization

0.000000
0.000000
0.000000

ERROR: CPU 4 1is not enabled or invalid CPU ID
ERROR: CPU 4 is not enabled or invalid CPU ID

REMOTE_SERVICE:
REMOTE_SERVICE:

0.000000 s: 1ISS: Enumerat1ng sensors ... !l

0.000000 s: ISS: Enumerating sensors ... found O : IMx390-UB953_D3

0.000000 s: ISS: Enumerating sensors ... found 1 : AR0233-UB953_MARS

0.000000 s: ISS: Enumerating sensors ... found 2 : AR0820-UB953_LI

0.000000 s: ISS: Enumerating sensors ... found 3 :

0.000000 s: ISS: Enumerating sensors ... found 4 :

0.000000 s: ISS: Enumerating sensors ... found 5 : GW_AR0233_UYVY
Sensor selected : IMX390-UB953_D3

0.000000 s: 1ISS: Query1ng sensor [IMX390-UB953_D3] (N

0.000000 s: ISS: qQuerying sensor [IMX390-UB953_D3] . Dbone !!!
REMOTE_SERVICE: ERROR: CPU 4 is not enabled or invalid CPU ID

REMOTE_SERVICE: ERROR: CPU 4 1is not enabled or invalid CPU ID
Reading calmat file

file read completed

EGL: version 1.5

EGL: GL Version = (null)

EGL: GL Vendor = (null)

EGL: GL Renderer = (null)

EGL: GL Extensions = (null)

REMOTE_SERVICE: ERROR: CPU 4 1is not enabled or invalid CPU ID
REMOTE_SERVICE: ERROR: CPU 4 1is not enabled or invalid CPU ID

Demo : Integrated SRV

p: Print performance statistics

e: Export performance statistics

x: Exit

ERROR: CPU 4 is not enabled or invalid CPU

Enter Choice: REMOTE_SERVICE:

REMOTE_SERVICE: ERROR: CPU 4 1is not enabled or invalid CPU ID
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[2025-02-17 18:04:22.692] 0.000000 s: ISS: Starting sensor [IMX390-uB953_p3] ... !!!
[2025-02-17 18:04:22.708] 0.000000 s: ISS: Starting sensor [IMX390-uUB953_D3] ... !!!
5 Summary

With the changes suggested and the procedure followed in this application note, the time to first frame to display
for a SRV application is around 2 seconds.

6 References

» Vision Apps User Guide
* Texas Instruments: TDA4 Flashing Techniques
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