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System Description

A substation is a key component of the electricity grid infrastructure, which is located everywhere from
power generation facilities throughout the distribution network to the low-voltage feeders serving
residences and businesses. Substations play a key role in transforming voltage levels for transmission and
performing important functions, such as switching, monitoring, and protecting subsystems, to maintain grid
efficiency and reliability. Traditional substation systems focused on fault monitoring, which can be
manually fixed by switching to backup subsystems.

Consumers, regulators, and grid operators demand ever-greater reliability of electricity delivery. Automatic
switching and protecting subsystems can require substations to start automating operations and
communications such as monitoring grid conditions and communicating that information to grid operators
reliably and rapidly.

Operators must continually monitor the health of their network and take action to maintain high-speed
operation. This leads to the requirement for reliable and low-latency communications between the
operator’s control center and high-value nodes such as substations.

The International Electro-technical Commission (IEC) released specifications for industrial Ethernet
communications under the IEC 62439 standard. The HSR specification is a static redundancy, Ethernet-
based protocol, which supports critical real-time systems that require continuous monitoring.

The IEEE 1588 PTP is designed to provide high-accuracy network time synchronization between
subsystems.

This design provides a reliable, high-speed, HSR communication solution for substation automation. This
design implements HSR-compliant with IEC 62439-3 Clause 5.

This reference design is an affordable alternative to ASIC or FPGA-based Ethernet solutions while
delivering equivalent performance. The programmable nature of the solution allows operating different
redundancy Ethernet protocols without modifying hardware and adding applications, such as IEC 61850,
without requiring extra system cost.

K 1 shows the overall system architecture. The HSR supports dual-port, full-duplex, Ethernet
communication between network devices. The system includes Ethernet PHY as layer one and the
Network Stack with HSR and PTP as the upper layers. HSR capability can be demonstrated simply with
standard Linux applications like ping. RT Linux priorities can be used to meet the requirements of hard,
real-time applications to minimize latencies. Standard TCP/IP traffic can use the well-recognized Linux
network stack.

Hard Real-time Traffic IP Traffic

TimeSync

SV GOOSE GSSE MMS (SNTP)

Network Stack

High-availability seamless redundancy (HSR)

Ethernet Phy Ethernet Phy

Kl 1. System Architecture
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2 System Overview

2.1 Block Diagram

%] 2 shows the block diagram. The primary device for this design is the Dual-core AM5728 ARM®
Cortex®-A15 microprocessor (MPU) as the host processor to support HSR and user applications running
under a real-time Linux environment. This support also scales across the AM335x and AM437x device
families as well.

This design uses this highly-integrated device for these benefits:
» The PRU-ICSS subsystem allows independent operation for real-time communication stacks.
» The high-performance ARM cores support the real-time applications for substation automation.

» The programmabile, flexible software design allows upgrades to different Ethernet-based redundancy
protocols without hardware modification.
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2.2

221

222

Design Considerations

HSR

HSR is a redundancy protocol for Ethernet networks, standardized as IEC 62439-3 Clause 5, and is
selected as one of the redundancy protocols for substation automation in the IEC 61850 standard. HSR is
application-protocol independent and can be used by most industrial Ethernet applications that require
reliable high-speed communications.

The HSR supports ring topology. Compared to star topology where typical Ethernet is operating, the
advantage of ring topology is that there is no requirement on the infrastructure (for example, router) to
form networks, which saves installation cost. A disadvantage to ring topology is a possibility for delays to
reach the destination if the packet goes through multiple hops.

In this design, the transmission delay over multiple hops was minimized by introducing cut-through mode.
The cut-through mode is when a node receives packets that are partially decoded up to the destination
address field, and, if the final destination is not the node, the packets are forwarded to the TX port. In
addition, this design includes built-in HSR supervision, a storm prevention mechanism, and VLAN support.
3 shows HSR ring topology and how the packet reaches its destination. Once a packet is generated at
Node 1, the packet is distributed in both directions until being used by the destination at Node 4. The
redundancy provides zero recovery time in case the packet fails to be delivered in one direction.

,

I SR
1 | Il
A ——

3

K 3. HSR Ring Topology

IEEE 1588 (PTP)

The IEEE 1588 is a protocol used to provide high-accuracy time synchronization over networks. Originally
defined in the IEEE 1588 standard, this is designed to fill a niche not well served by NTP and GPS. In this
design with the HSR protocol, IEEE 1588 v2 peer-to-peer transparent clock profile is supported at layer 2
to synchronize network time by measuring mean path delay using peer delay request and response
mechanism. The PTP supports transmissions over IEEE 802.3,and only multicast PTP messages shall be
used.
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Highlighted Products

Tl Sitara™ AM572x Overview

The AM572x brings high-processing performance through the maximum flexibility of a fully-integrated,
mixed processor solution. The devices also combine programmable video processing with a broad and
highly-integrated peripheral set, which is well suitable for industrial applications. Programmaubility is
provided by dual-core, ARM Cortex-A15 RISC CPUs with ARM NEON™ technology and two Tl C66x
VLIW, floating-point, digital signal processor (DSP) cores. The ARM Cortex lets developers keep separate
control functions from other algorithms that are programmed on the DSPs and coprocessors. The
separated control functions reduce the complexity of the system software. The ARM Cortex-A15 CPU
supports multiple operating frequencies at a range of up to 1.5 GHz.

The AM572x processor is configured with two, dual-core programmable real-time unit and industrial
communication subsystems (PRU-ICSS). The PRU-ICSS can be used for communication protocols, such
as EtherCAT® master and slave, PROFINET®, Ethernet/IP™, SERCOS®, HSR, and so forth. The PRU-
ICSS is separate from the ARM core, which allows for independent operation and clocking for greater
efficiency and flexibility. The PRU-ICSS unit contains two PRUSs, each of which includes 32-bit RISC
processor capable of running at 200 MHz, that support real-time protocol for HSR and additional
interfaces of media independent interface (MIl) and reduced media independent interface (RMII) to
connect to the Ethernet PHY devices directly.

Additionally, the programmable nature of the PRU-ICSS, along with its access to pins, events, and all
system-on-chip (SoC) resources provides flexibility in implementing fast, real-time responses, and
specialized data handling.

ZHCU350A—October 2017 —Revised December 2018 & T Linux® 25 Huh 1 5016 0 e i) M B 48 T0 4 LUK I 2% 1

TIDUDH3 — http://www-s.ti.com/sc/techlit/ TIDUDH3
IR © 2017-2018, Texas Instruments Incorporated

5


http://www.ti.com.cn
http://www-s.ti.com/sc/techlit/TIDUDH3.pdf

13 TEXAS
INSTRUMENTS

System Overview

AMS572x

MPU
(2x ARM® Cortex® - A15)

IVA HD
1080p Video Co-Processor

Display Subsystem

| 1x GFX Pipeline | |

LCD1

GPU

BB2D

| 3x Video Pipeline | |

LCD2

www.ti.com.cn

2.3.2
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4. AM5728 Functional Block Diagram

TI Sitara AM437x Overview

The AM437x high-performance processors are based on the ARM Cortex-A9 core. The processors each
provide a rich graphical user interface (GUI). The AM437x has PRU-ICSS co-processors for deterministic,
real-time processing including industrial communication protocols, such as EtherCAT®, PROFIBUS®, HSR
and others as well as industrial drive protocols such as EnDat, Tamagawa, Sigma Delta, and so forth. The
devices support operating systems like Linux, Real-time Linux and Tl RTOS. Other RTOSs are available
from TI's Design Network and ecosystem partners.

These devices offer an upgrade to systems based on lower performance ARM cores and provide updated
peripherals, including memory options such as QSPI-NOR.

High-performance interconnects provide high-bandwidth data transfers for multiple initiators to the internal
and external memory controllers and to on-chip peripherals. The device also offers a comprehensive
clock-management scheme.

One on-chip analog-to-digital converter (ADCO) can couple with the display subsystem to provide an
integrated touch-screen solution. The other ADC (ADC1) can combine with the pulse width module to
create a closed-loop motor control solution.
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The RTC provides a clock reference on a separate power domain. The clock reference enables a battery-
backed clock reference. The camera interface offers configuration for a single- or dual-camera parallel
port. Cryptographic acceleration is available in every AM437x device. Secure boot is available only on
AMA437xHS devices for anticloning and illegal software update protection.

K 5 shows the AM437x block diagram.

ARM® Graphics Display
Cortex®-A9 P VR
Up o 1000 MHZ ox 24-bit LCDCtrl (WXGA)
;ODMQI"Ei)/(s Touch Screen Controller (TSC)®
Processing: Overlay,
Resizing,Color Space
S;?Jd_lggrg Conversion, and more
32KB, 32KB L1 EtherCATZ
PROFINET",
256KB L2, L3 RAM EtherNet/IP™ Crypto
EnDat ’ 256KB
64KB RAM and more L3 RAM Secure Boot
(HS device only)

L3 and L4 Interconnect

System Interface

UART x6 EDMA Camera Interface EMAC
) (2x Parallel) 2-port switch
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SDIO x3 ) )
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HDQ, 1-Wire eQEP, eCAP x3 *PHY X2
MCQSLD X2 JTAG, ETB Memory Interface
(4ch) ADCO (8 inputs)
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GPIO
R i NAND, NOR, Async
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e ———— — J
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ZHCU350A—-0October 2017 —-Revised December 2018 & T Linux® 25 ] 5k B 5046 15 5 1] P TE 4% T 45 IR W 22830 7

TIDUDH3 — http://www-s.ti.com/sc/techlit/TIDUDH3
IR © 2017-2018, Texas Instruments Incorporated


http://www.ti.com.cn
http://www-s.ti.com/sc/techlit/TIDUDH3.pdf

System Overview

I

TEXAS
INSTRUMENTS

www.ti.com.cn

233

TI Sitara AM3359 Overview

The AM3359 microprocessors (based on the ARM Cortex-A8 processor) are enhanced with image,
graphics processing, peripherals, and an industrial-interface option for PRP and high-availability seamless
redundancy (HSR). The PRU-ICSS is separate from the ARM core, allowing for independent operation
and clocking for increased efficiency and flexibility. The PRU-ICSS unit contains two PRUs; each PRU
includes a 32-bit RISC processor capable of running at 200 MHz that supports real-time protocol for PRP
and HSR. The PRUs support additional media-independent interfaces (Mlls) and reduced media-
independent interfaces (RMIIs) to connect to the Ethernet PHY devices directly.

The programmable nature of the PRU-ICSS, the access to pins, events, and all system-on-chip (SoC)
resources provide flexibility when implementing fast, real-time, specialized-data handling (see 4| 6).

r

ARM Graphics Display
Cortex-A8 PowerVR 24-bit LCD controller
Upto 1 GHz SGX
3D GFX Touch screen controller
PRU-ICSS
32KB and 32KB L1 + SED I Crypto I
EtherCAT, PROFINET,
256KB L2 + ECC ?,4KBd EtherNet/IP,
176KB ROM| 64KB RAM share and more
RAM
L3 and L4 interconnect
Serial System Parallel
eCAP x3
UART x6 eDMA ADC (8 ch I MMC, SD and
SPI x2 Timers x8 12IbilcSaAn£e ) SDIO x3
I‘C x3 WDT GPIO
McASP x2 RTC JTAG
(4 channel) SHRPWM x3
CAN x2 Crystal
(Ver. 2 A and B) eQEP x3 Oscillator x2
PRCM
USB 2.0 HS Memory interface
OTG + PHY x2 mDDR(LPDDR), DDR2,
DDR3, DDR3L
EMAC (2-port) 10M, 100M, 1G o '
|IEEE 1588V2, and switch (16-blt, 200, 266. 400, 400 MHZ)
(M1, RMII, RGMI) NAND and NOR (16-bit ECC)

6. AM3359 Functional Block Diagram
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PRU-ICSS

The Programmable Real-Time Unit and Industrial Communication Subsystem (PRU-ICSS) is separate
from the ARM core and allows independent operation and clocking for greater efficiency and flexibility.
The PRU-ICSS enables additional peripheral interfaces and real-time protocols such as EtherCAT,
PROFINET IRT ®, EtherNet/IP™, PROFIBUS, Ethernet POWERLINK ™, Sercos Ill ™, HSR, PRP and
others. The second PRU-ICSS subsystem of the AM437x enables EnDat 2.2, Tamagawa, Sigma Delta
and another industrial communication protocol in parallel. Additionally, the programmable nature of the
PRU-ICSS, along with their access to pins, events, and all SoC resources, provides flexibility in
implementing fast real-time responses, specialized data-handling operations, custom peripheral interfaces,

and off-loading tasks from the other processor cores of the SoC.

K 7 shows an example PRU-ICSS block diagram.

PRU-ICSS1
Interface/OCP
Slave port
A
Interface/OCP .| Data MemO
Master port PRUO Core o (8KB)
“ (12KB Program) Data Mem1
+——»| EGP 10 |[MPY/MAC]| 0 (8KB)
SPAD b [ Shared RAM
Interface/OCP Q i’ (32KB)
Master port PRU1 Core S
N (12KB Program) g eCAPO
_> —_
N [EcP | [MPY/MAC = MII0_RT
m
& IEP
< > INTC UARTO
CFG
PRU-ICSS0
.| Data MemO
PRUO Core " (4KB)
(4KB Program) Data Mem1
«1+———»| EGP 10 | [MPY/MAC] » > (4KB)
>
m
3
2
PRU1 Core 5
(4KB Program) S eCAPO
—> —_
- EGP 10 | [MPY/MAC] = IO RT
m
3
< > INTC UARTO
CFG

7. PRU-ICSS Block Diagram
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3 Hardware, Software, Testing Requirements
3.1 Required Hardware and Software

3.1.1 Hardware

K 8 shows the AM572x Industrial Development Kit (IDK) revision 1.3B. In addition to the AM572x
processor, the EVM includes Ethernet PHYs, various storage devices, DDR memory, and power
management support. The EVM is designed to support multiple communication standards by providing
various interfaces such as Ethernet, CAN, and RS-485. The AM335x and AM437x families also have
EVMs that are suitable for evaluating HSR/PRP. Links to these boards are provided in the 7 section.

Gb Ethernet 0 Gb Ethernet 1

uSD
Y ¢ Status LEDi/ Camera Header
4 Am=—gy
PRU-ICSS1
Ethernet 0*
PRU-ICSS1 +5V power supply
Ethernet 1*
PRU-ICSS2 60 - pin JTAG connector
Ethernet O
PRU-ICSS2 Power ON
Ethernet 1
. Hard Reset
USB 2.0 Micro
(USB2) PRU - ICSS I/O and LEDs
" ~4——— USB JTAG/ Serial console
Real — time cihi P
Development headers o | [
Industrial USB 3.0 Port T PCle T Haptics RS485
LEDs DCAN
(USBY) HDMI  Profibus header header
K| 8. AM572x IDK Rev 1.3B
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3.1.1.1 Three-Node Setup Example

The simplest HSR ring could be set up with just two EVMs. However, this would not allow evaluation of
the latency across intermediate nodes in a ring, which is usually a critical factor in these architectures.
Therefore, a minimum of a three-node ring is advantageous. Each node has two Ethernet ports, and there
is no specific requirement on which ports must be connected between nodes. ¥ 9 shows an example of a
three-node setup. For testing purposes, nodes can be connected to a serial terminal program with the
baud rate of 115,200 bps by default.

Node 2

Node 1

Node 3

K 9. Three-Node Network Setup

3.1.2 Software

This section provides step-by-step procedure to develop an application using the HSR protocol based on
the Processor SDK for real-time Linux for Sitara processors. All the software required for this setup is
included in the SDK. The SDK can be downloaded here. The download page includes useful links to
documentation to help users get started quickly.
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3.1.2.1 Overview

10 provides a high-level diagram of the Linux HSR implementation. HSR is added to the Linux Kernel
to provide redundant Ethernet interfaces. These interfaces are abstracted to the application layer, which
requires no changes to take advantage of HSR. For example, a simple ping command can send data over
both interfaces. If a network cable were to be compromised on one of the interfaces, the ping still

succeeds on the other interface.

NET-SNMP agent (snmpd)

IEC-62439 module

ping

Iproute2 ip command

User Space A

A

Linux Kernal

A 4

hsr0

A

IEC-62439 MIB

Eth-slave-0

Eth-slave-1

Network Hardware slave-0 l

l slave-1

Copyright © 2017, Texas Instruments Incorporated

B 10. Linux® HSR Architecture

In this architecture, every packet must be processed by the HSR driver to see if it is meant for this
particular node or if it needs to be forwarded to the next node in the ring. The time that this processing
takes adds to the latency that a packet will experience traversing the ring. In order to minimize the trip
delays experienced by each packet that is forwarded, this time is minimized.

12
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K 11 shows a diagram of how the PRU-ICSS on the AM5728 device can be used to provide a fast, cut-
through switch to minimize the delay added. The PRU-ICSS is a parallel core to the Cortex ARM-A15 that
runs Linux. The PRU-ICSS is designed to minimize latency with deterministic processing. Instead of
incurring the delay to pass every packet up to Linux, the PRU-ICSS can make a local decision as to
whether or not to forward the packet. This dramatically lowers the delay experienced by each packet
allowing it to traverse the ring with a minimized trip time. This capability may allow more flexible ring
structures by adding more devices before the maximal delay is reached because of the size of the ring.

NET-SNMP agent (snmpd)
IEC-62439 module ping Iproute2 ip command
User Space A A A
Linux Kernal y
Netlink socket

hsr0

A

IEC-62439 MIB

Eth-slave-0 Eth-slave-1

PRU y
PRU Ethernet Switch Driver

h

Network Hardware Eth-slave-0 tth/—slave-l
v v

Copyright © 2017, Texas Instruments Incorporated

K 11. PRU-ICSS Enabled Fast Cut-Through Switch

3.1.2.2 Procedure

The Processor SDK includes everything required to test both the standard HSR implementation and the
PRU-ICSS offload implementation. Both of these configurations abstract HSR to a standard Ethernet
interface in Linux, so the upper-level applications do not require the details managed by the lower levels.
Here is a list of the major decisions that must be made:

1. HSR must be built into the Linux kernel if it is not already. The SDK includes this step.

2. Choose whether to use standard HSR or PRU-ICSS Offload. This choice is made by passing
parameters to the Linux kernel.

Configure the appropriate interfaces with the same Ethernet MAC addresses.

Bring both interfaces up.

Leverage the extended IP command to add a HSR interface using the two ports.

Assign the new HSR interface an IP address, and bring it up.

Use whatever network applications desire to use the HSR interface. A standard ping can easily test

No o krow
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connectivity and latency.

The details of this procedure are fully documented in the HSR documentation provided with the SDK.
3.2 Testing and Results

3.21 Test Setup

K 12 shows the test setup with three nodes. Each node has two Ethernet connections—each per
adjacent node. For these experiments, the common Linux applications and commands were used to
measure the performance of delivery ratio and latency. For the target TX and RX, a PC is attached to
each node to configure test modes and parameters with a serial terminal program. In addition, the
underlying firmware generates background traffic such as supervision frames to discover neighbors.

Node 1 Node 2
F Link 1 T
Link 4 Link 2
ﬁ Link 3 ﬁ
Node 4 Node 3

K 12. Test Setup (Three Nodes)

3.2.2 Test Results

The goal of these experiments is to evaluate that TI HSR/PTP solution meets the performance
requirement for substation automation. & 1 summarizes the performance requirement for substation
automation. The required communication recovery time means the time duration in which a network
recovers failure and the application recovery tolerated delay (or grace time) is the time duration in that the
substation tolerates an outage of the automation system. The sampled values (SV) are sampled at a
nominal value of 4 kHz. Therefore, the target application recovery tolerated delay for SV is 500 ps (= 2 x

Ya kHZ).
#* 1. Recovery Delay Demands as Shown in IEC 61850-5
REQUIRED
COMMUNICATING PARTNERS SERVICE AP?SE@JAQFNEE?EECL)XERY COMMUNICATION
RECOVERY TIME
SCADA to IED, client-server IEC 61850-8-1 800 ms 400 ms
IED to IED interlocking IEC 61850-8-1 12 ms (with T, set to 4 ms) 4 ms
IED to IED, reverse blocking IEC 61850-8-1 12 ms (with T, set to 4 ms) 4 ms
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% 1. Recovery Delay Demands as Shown in IEC 61850-5 (continued)

REQUIRED
COMMUNICATION
RECOVERY TIME

APPLICATION RECOVERY

COMMUNICATING PARTNERS SERVICE TOLERATED DELAY

Protection trip excluding busbar

; IEC 61850-8-1 8 ms 4 ms
protection
Busbar protection IEC 61850-9-2 on station bus <1lms Bumpless
Sampled values IEC 61850—gl—ston process Less than two consecutive samples Bumpless

3.221 Latency

The goal of this experiment is to validate if the latency performance meets the requirement for substation
automation applications. To measure the latency, one node sends a ping with packet sizes from 64 to
1500 bytes in increments of 200 bytes, and the target node will reply if it receives the request. The round-
trip delay is measured at the originator of the packet by calculating the time gap between TX and RX.
Then, the latency is calculated by a half of the round-trip delay. The latency measurement was performed
100 times, and the latency was averaged. The latency is considered as one-way delay based on the
definition in the IEC/TR 61850-90-4.

To validate the impact of number of hops on the overall latency, the latency is measured over one-hop
and two-hop network to compare the gap. In & 13, to create two-hop network, Node 1 is configured as TX
mode, and Node 3 is configured as echo-back RX mode. Similarly, to create one-hop network, Node 1 is
configured as TX mode, and Node 2 is configured as echo-back RX mode. The latency is measured at
Node 1.

0.3 . .

0.25

0.2

0.15

Latency (ms)

0.1

0.05

64 100 300 500 700 900 1100 1300 1500
Frame Size (Bytes)

K 13. Latency Performance

13 shows latency performance as a function of frame size. The X-axis shows frame size in bytes, and
the Y-axis shows latency in milliseconds. The result shows that latency performance with maximum frame
size of 1500 bytes over two-hop meets the delay requirement (£ 500 ps) for sampled values application. In
addition, the result shows that the additional delay incurred by a single hop is very negligible due to the
cut-through mechanism implemented in our HSR firmware. From this experiment, the worst case delay
gap shows 3.5 ps.
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3.2.2.2

Delivery Ratio

The goal of this experiment is to verify zero network recovery time that is one of requirements for
substation automation. For this purpose, the delivery ratio performance was measured while emulating the
link failures by disconnecting a link intentionally in the middle of data transmissions.

For this experiment, Node 1 is configured as TX mode with 10,000 packet transmissions, 1528-byte frame
size, and 1-ms packet interval. The other nodes are configured as RX mode. During the experiment, Link
1 is disconnected to emulate link failure. To validate the impact of hops and packet types on delivery ratio
performance, various experiments were performed with different hops and unicast or broadcast traffic.
Each experiment emulated link failure by disconnecting Link 1.

Each experiment captured the number of TX packets at Node 1 and the number of RX packets at the
other nodes. The delivery ratio is calculated by the number of TX packets divided by the number of RX
packets.

16
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% 2 shows delivery ratio performance over various scenarios. For all scenarios, the result shows a 100%
delivery ratio even with link failure, which implies that link failure is recovered immediately. This is
expected because redundant communication recovers the link failure immediately.

Z# 2. Delivery Ratio Performance

TEST SCENARIO DELIVERY RATIO (%)
Unicast, 1-hop 100
Unicast, 2-hop 100
Broadcast, every node in the network 100

4 Design Files

4.1 Schematics

To download the schematics, see the design files at TIDEP-0096.

4.2 Bill of Materials
To download the bill of materials (BOM), see the design files at TIDEP-0096.

4.3 Layer Prints

To download the layer prints, see the design files at TIDEP-0096.

4.4 Assembly Drawings

To download the assembly drawings, see the design files at TIDEP-0096.

5 Software Files

To download the software files, see the design files at TIDEP-0096.

6 Related Documentation

Wikipedia, High-availability Seamless Redundancy

Texas Instruments, AM572x Sitara™ Processors Silicon Revision 2.0, AM5728 Datasheet (SPRS953)
Texas Instruments, AM437x Sitara Processors, AM437x Datasheet

Texas Instruments, AM335x Sitara Processors, AM335x Datasheet

Texas Instruments, Processor SDK for Linux Getting Started Guide, Tl Software Documentation
Texas Instruments, Processor SDK Linux HSR,PRP, Tl Software Documentation

University of Brescia, IEC61850 One World, One Technology, One Standard , PDF
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