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Acronyms and Definitions

ADC
AES
API
bps
CCM
CDC
CERC
DCE
DMA
DTE
GPIO
HAL
12C
IAR
IDATA
IEEE
10

IR
ISR
LED
NIB
NV
NWK
OSAL
RXD
SOP
SPI
SRAM
TI
TXD
UART
USB

XDATA

Analog-to-Digital Converter

Advanced Encryption Standard

Application Programming Interface

bits per second

Counter with CBC-MAC (CCM), a mode of operation for cryptographickbbguhers
Communications Device Class

Consumer Electronics Remote Control, name of a profile of Zight€ERF
Data Circuit-terminating Equipment

Direct Memory Access

Data Terminal Equipment

General Purpose Input Output

Hardware Abstraction Layer

Inter-Integrated Circuit

IAR Systems, a software development tool vendor
Internal Data memory

Institute of Electrical & Electronics Engineers, Inc.
Input Output

Infra-red

Interrupt Service Routine

Light Emitting Diode

Network Information Base

Non-Volatile, or Non-volatile memory

Network

Operating System Abstraction Layer

Receive Data line

Start Of Packet

Serial Peripheral Interface

Static Random Access Memory

Texas Instruments Incorporated

Transmit Data line

Universal Asynchronous Receiver-Transmitter
Universal Serial Bus

eXternal Data memory

Zighee RFACE An 802.15.4 based remote control protocol standard

Copyrightl] 2009 Texas Instruments, Inc. All rights reserved.
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2 Introduction

2.1 Purpose
This document explains the RemoTI network processor application andrielpites! to customizing the
application to add custom command set.

2.2 Scope
This document describes concepts and settings for the Texas Instrikeem$| Release with respect to
network processor development.

As to the general concept of Zighee RFACE and RemoT] architectures péasto [1].

3 RemoTI Network Processor Application
The RemoTI development kit includes the network processor application. Thisrctascribes the
features of the network processor application and the organizationsuute® code and project files.

3.1 Features
The following summarize the features of the RemoTI network procesdaradion:
+ Compliance with Zigbee RF4CE network layer specification, either asteolb®nnode or as a
target node, which is dynamically configurable
o Zigbee RF4CE network layer security
e 115200bps baud rate UART connectivity with two pin configuration (TXD, RXD)

0 9600bps, 19200bps, 38400bps and 57600bps alternative baud rate for UART connection
with code modification instruction. Note that host processor emulation(#Gl$o0ls)
included in the development kit do not support the alternative baud rates.

o Configurable to SPI connectivity with code modification instruction. Noaé host
processor emulation tools (PC tools) included in the development kit do nottsBppo
connection.

* Wakeup on UART protocol
* Optional serial boot loader downloading demo
* Full speed USB CDC support for CC2531 USB dongle

3.2 Build configurations
RemoTI network processor application project is located in the Ps\dpecho TNRNP\CC2530EB folder
of the RemoTI software installation.

When you open the workspace file (rnp_cc2530.eww), you could select differpat panfigurations as
in Figure 1.

4 Copyrightl] 2009 Texas Instruments, Inc. All rights reserved.
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Figure 1 — IAR project configuration selection

Each configuration is explained in the following Tahle 1:

Table 1 — Project configurations

Configuration

Description

CC2530F64

Configuration for CC2530F64 part.

CC2530F64_SB

Configuration for CC2530F64 part image for serial boot loader dowgloadi

CC2530F128

Configuration for CC2530F128 part

CC2530F128_SB

Configuration for CC2530F128 part image for serial boot loader downloading

CC2530F256

Configuration for CC2530F256 part

CC2530F256_SB

Configuration for CC2530F256 part image for serial boot loader downloading

CC2531F256

Configuration for CC2531 USB dongle platform

CC2530F64-HEX

Configuration for CC2530 hex file generation

5 Copyright 2009 Texas Instruments, Inc. All rights reserved.
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Configuration Description

CC2531F256-HEX Configuration for CC2531 dongle platform hex file generation

CC2530F256+CC2591 Configuration for the CC2530F256 part with the CC2591 RF frontend chip

The project option settings for each configuration, such as defined symbolkr(@¥gn as compile flags)
for preprocessor, are set to work for the particular configuration.

Table 2 explains compile flags (preprocessor defined symbols) usecpimojiet configurations.

Table 2 — Compile flags

Compile Flag

Description

POWER_SAVING

When defined, power-saving modes are enabled. Without the

compile flag, CC2530 PM2 and PM3 are not exercised. T|
compile flag affects HAL sleep module, OSAL power

management module, RemoT]I application framework (RTI)

and network processor module.

Power-saving modes are not compatible with CC2531 USB

dongle and hence this compile flag must not be added to
configurations for CC2531.

he

HAL_BOARD_CC2530RB

Platform board selection for RemoTI network processor
project.

This compile flag selects RemoTI Target Board as the
hardware platform.

This compile flag is defined by default for all CC2530
configurations, unless HAL_ BOARD_ CC2530EB_REV13
HAL_BOARD_CC2530EB_REV17 is defined.

HAL_BOARD_CC2530EB_REV13

Platform board selection for RemoTI network proicess
project.

This compile flag selects SmartRFO05 revision 1.3 board W
CC2530EM as the hardware platform.

HAL_BOARD_CC2530EB_REV17

Platform board selection for RemoTI network proicess
project.

This compile flag selects SmartRFO05 revision 1.7 board W
CC2530EM as the hardware platform.

HAL_KEY

HAL key module feature flag. RNP does not include HAL
key module and hence this compile flag has to be set to
FALSE either in the hal_board_cfg.h file as default or in
preprocessor definition setting of a project configuration.
hal_board_cfg.h file for CC2531 set this compile flag to

6 Copyrightl] 2009 Texas Instruments, Inc. All rights reserved.
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Compile Flag

Description

TRUE since another project which shares this file uses H
key module. Hence, the compile flag is set to FALSE in th
preprocessor definition setting for the CC2531F256
configuration.

HAL_PA_LNA

The compile flag is for the board configuration of a CC25¢
frontend chip connected to the CC2530.

HAL_PA_LNA_CC2590

This compile flag is reserved for the board configuratia
CC2590 frontend chip connected to the CC2530. This
configuration is not supported with this release.

CC2530F64

Non-volatile memory configuration selection for
CC2530F64. Note that default configuration of non-volatil

memory is for CC2530F256 part without definition of eithe

CC2530F64 or CC2530F128 compile option.

CC2530F128

Non-volatile memory configuration selection for

SWRU223A

AL
e

D1

CC2530F128. Note that default configuration of non-volatile

memory is for CC2530F256 part without definition of eithe
CC2530F64 or CC2530F128 compile option.

SB_TRIGGER_BY_GPIO

This compile flag directs serial boot loadepsacode to
poll an 10 pin to determine whether or not to go into boot
loader mode. The compile flag is used for SPI configurati

FEATURE_TEST_MODE

RTI test mode API functions shall be enabled wih thi
compile flag. The compile flag affects RTl and RTI
surrogate.

2r

FEATURE_CONTROLLER_ONLY

This compile flag, when defined, reduces Rdlesize when
RTI is compiled for remote controller functionality only.

FEATURE_SERIAL_BOOT

This compile flag, when defined, enables seriallbading
feature in RTI surrogate for RemoTI network processor.

Note that defining this compile flag alone does not enablg
serial boot loader for the whole RemoTI network process
(RNP) sample application. Choose a proper configuration
(with SB tag) in the provided project to enable the serial
loading feature. Such a configuration includes this compil
flag definition in the project settings.

oot

(4%

GENERIC=__generic

This compile flag shall always be defined as
GENERIC=__generic to be compatible with the RemoT]
library files. The compile flag was devised to add IAR
specific compiler keyword to certain function parameters.

7 Copyrightl] 2009 Texas Instruments, Inc. All rights reserved.
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Besides the compile flags, other settings such as code model were #&bsiit $e¢ configuration. For
instance, CC2530F64 configuration uses near code model while other configutestobanked code

model.

3.3 Files

C source files and library files are explained in Table 3 in the thdgrappear in the IAR workspace
window. Note that there are more files than those listed in the table,sGchemader files that defines
constants and function prototypes and that even workspace project dogsafidtdigder files referenced

by the C files.

SWRU223A

Note that certain driver modules are included although they are not acisedlyjust for potential use of

the drivers by custom application.

Table 3 — Project files

File name
Application

mac_rffrontend.c

Description

RF frontend chip (either CC2591 or CC2590) connection

8 Copyrightl] 2009 Texas Instruments, Inc. All rights reserved.

configuration module. This file is default set to fit the connection in
a CC2530-CC2591EM 2.0 board.

np_main.c Application main entry routine. This module initializes OSAkstas

np_main.cfg Configuration file. This file includes selection of UART vs. 8Bl a
OSAL heap size definition.

rcn_config.c Network layer configuration file. The file contains glotzadables
with initial values which are used as configuration parameters ky
RemoTI network layer. The configuration parameters are explained
in chapter 11.

CLIB

chipcon_cstartup.s51 Assembly routines to override default C libraribafiked code

HAL

hal_assert.c HAL assertion library

hal_drivers.c Entry point for congregation of HAL drivers, such asiiziation
for all HAL drivers, HAL task, as an OSAL task, entry point (event
handler) and polling entry point.

hal_rpc.h Remote procedure call enumerations

hal_adc.c ADC device driver
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File name Description
hal_aes.c AES device driver
hal_board_cfg.h RemoTI hardware platform specific configuration parasratdr

macros used by HAL. Application may also use board definition
literal (HAL_BOARD_CC2530RB) and HAL feature flags
(HAL_KEY, HAL_LED, etc).

hal_ccm.c CCM implementation using AES device driver

hal_dma.c DMA device driver

hal_i2c.c I12C peripheral interface driver (not in use)

hal_irgen.c IR signal generation driver (not in use)

hal_led.c LED driver (not in use)

hal_sleep.c Sleep mode (PM1, PM2, PM3) control implementation
hal_spi.c SPI device driver

hal_timer.c Timer module for hardware timer 1, 3 and 4. This module is nat

used by network processor.

hal_uart.c UART device driver

hal_flashRtiCc2530.c Flash device driver

usb_cdc_hooks.c hook functions for various USB request processing, spectiBtp U
CDC class

usb_firmware_library _config.c USB library configuration

usb_RemoTICdcDescriptor.s51 USB descriptors specific to RemoTIndg&®Brk processor dongle

HAL / USB generic firmware library for CC2531

usb_board_cfg.h Collection of macros abstracting the hardware details for USB
control.

usb_interrupt.c USB interrupt initialization routine and USB interraptise
routine

usb_suspend.c USB suspend mode related subroutines

9 Copyrightl] 2009 Texas Instruments, Inc. All rights reserved.
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File name

Description

usb_descriptor_parser.c

Parser for USB descriptor structures

usb_firmware.c

Main interface routines for USB generic library

usb_standard_request.c

Libraries

rcnsuper-CC2530-banked.lib

Handlers for USB standard requests

RemoTI network layer library built for bankeel madiel. This
library will be selected for F128 and F256 configurations.

rcnsuper-CC2530.lib

OSAL

RemoTI network layer library built for near code modi. T
library will be selected for F64 configuration.

10 Copyright’] 2009 Texas Instruments, Inc. All rights reserved.

OSAL.c OSAL implementation for messaging and main event handling Joop

OSAL_Clock.c OSAL clock tick implementation

OSAL_Memory.c OSAL heap implementation

OSAL_Nv.c OSAL non-volatile memory manager

OSAL_PwrMgr.c OSAL power management scheme implementation

OSAL_Timers.c OSAL timer implementation

RPC

npi.c Network processor interface module. This module includes either
npi_uart.c or npi_spi.c file depending on configuration. By defadllt,
npi_uart.c is included.

rcns.c RemoTI network layer surrogate module. This module is called by
RTI surrogate module and it serializes and de-serializes RemoT]
network layer function call interfaces.

rtis_np.c RemoT]I application framework (RTI) surrogate module. This
module handles network processor interface packets and serializes
and de-serializes RemoTI application framework (RTI) function |call
interfaces.

RTI

rti.c RemoT]I application framework implementation
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File name Description

rti_testmode.c RemoT]I test mode API function implementation

SerialBoot

sb_target.c Image preamble definition for use by serial boot loaderedald s
boot loading command packet handler.

3.4 Architecture

This section briefly explains the interactions and relationship amongdteles represented by files
described in previous section. See [7] for the architectural desarigitthe network processor as a
whole.

RTIS
APPLICATION
cB
7Y v
cB cB
v I ce | RCNS RTI
RCNS RTIS 7y
cB cB
7Y v v |
cB cB
— NP RCN
NPI -~ MAC
cB
A v | A
. HAL UART .
PC/MCU ¢ > CC253x
UART/SPI/USB
———RCN datapath—p» RTI datapath ——Common datapath—p CB = CallBack

Figure 2 — RemoTI network processor component architecture

Figure 2 illustrates inter-module interactions within RemoTI netyookessor on the right hand. On the
left hand is the inter-module interactions of the PC tools as emulatingrbostsor.
Each network processor module acronym is explained below:

* RCN — RemoTI network layer
*  RCNS — RemoT]I network layer surrogate
 RTI-RemoTI application framework

11 Copyright’] 2009 Texas Instruments, Inc. All rights reserved.
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* RTIS — RemoTI application framework surrogate

* NPI - Network Processor Interface

«  MAC - Medium Access Control layer (it is part of RemoTI network lajpeaty in the file list)
 HAL UART — Hardware Abstraction Layer UART driver

Either RTI or RCN interface is selected dynamically using diffgpatit among the modules.

The following modules has their own OSAL tasks (which is different frongémeric meaning of OS
tasks: The OSAL task do not own its own thread context. It is merely ignlemeraging OSAL event,
messaging and power management mechanism):

«  MAC module

« RCN module

 RTI module

* NPI module

 HAL module

* Application main entry module

Among the above, application main entry module does not use any OSAL servicegeHibwesates an
OSAL task for any custom extension, following usual sample applicatiguidée.

4 Baud Rate

RemoTI network processor was tested with 115200bps baud rate. However, hal_adutecsapports
9600bps, 19200bps, 38400bps and 57600bps as well and it is possible to modify network processor to
work with one of these baud rates. Note that use of lower baud rate hatagagible with the use
cases. For instance, the average throughput over the UART must not vehagteelected baud rate and
heap size has to be adjusted depending on how long peak data rate that ibdnigbeletted baud rate
lasts in the worst case. When data rate of network processor iatpdekets towards host processor is
higher than that of UART transport, the data packets occupies heapgfibtteey can be processed out
to UART transport layer. Hence, the longer and the higher the peak iais the more heap memory is
used. The default heap size (1024 bytes) is set to fit Target &Bmuse case (test mode operation from a
single remote or CERC packets from multiple remotes). For morefstress case (reception of more
lasting contested traffic from multiple remotes), start witigbir heap size (for instance, 2048 bytes) at
the beginning of development and optimize heap size down. See chapter 9 for metiodicetand

adjust heap size.

In order to switch baud rate, change the NPI_UART_BAUD_RATE macro value in
Projects\RemoTI\common\cc2530\npi_uart.c file.

The default setting is as follows:
#define NPl _UART_BAUD RATE  HAL_UART_BR 115200

To change the baud rate to 57600bps for instance, change the line as follows:
#define NPl _UART_BAUD RATE  HAL_UART_BR 57600

Note that the host processor UART baud rate has to be modified to matblatiged baud rate of
network processor.

12 Copyright’] 2009 Texas Instruments, Inc. All rights reserved.
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Note that SPI baud rate is controlled by host processor, for host processath8Phéster and the
network processor SPI is the slave.

CC2531 uses USB as the underlying physical connection with the host process@pntsdJSB CDC
interface. USB CDC interface baud rate is selectable from theHdSB

5 UART wake up mechanism
Network processor supports two-pin configuration for UART (RXD and TXD).

Hence, there is no difference whether network processor is DTE or DCEB. A\P€ is used as the host
processor in use with the RemoTI Target Board provided with the develogieén¢é PC assumes the
role of DTE, but the concept of DTE/DCE ends within PC application and USEigerial port driver.

CC2530 does not support wakeup on UART receive line activity and hence netwodspradtware
dynamically configures UART receive pin as a generic IO pin to wake up o a&iity when the
network processor is in sleep mode. In such a mechanism as this, more thamaxteraiay be lost till
UART is fully functional exiting sleep mode. Hence, a handshake mecharasitad.

When waking up a network processor a null character (0x00) is sent to nptwoglssor and network
processor responds with a null character (0x00) when it has set up UART.

Figure 3 and Figure 4 illustrate the sleep sequence and the wake up segqabnce

Note that the rti.c module changes its power management state to cqpmeevestate during UART
sleep sequence but it does not change its power management state back to hathpodering UART
wakeup sequence. RTI power management state in network processor is usgooidgot up of the
software till the first RTI_EnableSleepReq() and afterwards NPI pmaaagement state represents the
latest sleep or wakeup command from host processor. The reason for having RThpoagement
state is to re-use the same RTI module implementation that is used by s0GE&&lone application
and also to have the consistent RTI API behavior.

Network processor did not incorporate any host processor wakeup mechanisanastitassume
capabilities of a host processor. For host processors that could wiakéJART block on UART receive
line activity within one character duration, the wakeup mechanism coulidnpéy adding a preamble
null character preceding a transmit UART frame from network procdssoather host processors that
require its own wakeup handshaking, the npi_uart.c module has to be modified toralddrsighaking.

Note that UART wakeup mechanism does not apply to CC2531. CC2531 emulates theesfawe et
UART over USB CDC interface but the device does not operate in the poweg-savile when
RTI_EnableSleepReq() is called.

13 Copyright’] 2009 Texas Instruments, Inc. All rights reserved.
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Host processor npi_uart.c rtis_np.c rti.c
RTI_EnableSleepReq | | |
~J | |
i NPI_AsynchMsgCback() | |
| > |
! NPI_SleepRx() !
i |
L |
|
Suspend UART |
receive and re- |
configure UART RX :
pin as GPIO pin and |
enable edge- |
triggered interrupt RTI_EnableSleepReq() |
: >
Change NPI power Change RTI power
management state management state
to conserve power to conserve power
|
| RTI_EnableSleepCnf()
|
|
|

NPI_SendAsynchData()

Change NPI power
management state
to hold power

RTI_EnableSleepCnf

Change NPI power
management state
to conserve power

e W e EEE R R e

Will enter sleep when all tasks switch its power management state to
conserve power state and UART TX activity is complete (HalNpiUartBusy()
returns FALSE).
| | |

|
|
L
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
[
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

Figure 3 — UART sleep sequence

14 Copyright’] 2009 Texas Instruments, Inc. All rights reserved.
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Host processor app

Host processor RTI surrogate

RTI_DisableSleepReq()

\ 4

RTI_DisableSleepCnf()

0x00

npi_uart.c

N

0x00

A /A—

GPIO interrupt is
triggered and ISR
reconfigures pin to
UART receive pin
and resumes UART
operation.

Change NPI power
management state
to hold power

Add a null character
into UART transmit
buffer and sets up
an OSAL event for

transmission

When system wakes
up from sleep mode
and OSAL task loop
runs again, the
OSAL event is
dispatched and npi
sends buffered null
character.

<

Figure 4 — UART wakeup sequence

6 Adding New Network Processor Interface Commands
[7] specifies all supported network processor interface commanscHdpter provides instructions on

how to add additional commands which are not listed in [7].

Additional commands have to comply with the packet format specified in [#fiefdork processor
interface commands are forwarded to either NPI_AsynchMsgCbackg)diume NPI_SyncMsgCback()
function depending on whether the command is an asynchronous request or a synchrorsiySesgue
[7] for the definition of asynchronous request and synchronous request). Baibrfarare defined in the

rtis_np.c file.

15
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A new command can be added using its own subsystem identifier and command iidentifie
NPI_AsynchMsgCback() function and NPI1_SyncMsgCback() function simply desotiegstem
identifier and command identifier and performs proper actions accordingly.

Currently used subsystem identifier values are listed in hal_rpe.Afie following is an example. Look
at the hal_rpc.h file in the released software to find the correggstebs identifier values in use.

/1 RPC Command Fi el d Subsystem
#defi ne RPC_SYS_RESO
#def i ne RPC_SYS_SYS
#defi ne RPC_SYS MAC
#def i ne RPC_SYS_NWK
#def i ne RPC_SYS_AF
#defi ne RPC_SYS_ZDO
#def i ne RPC_SYS_SAPI
#define RPC_SYS UTIL
#defi ne RPC_SYS_DBG
#defi ne RPC_SYS_APP
#defi ne RPC_SYS_RCAF 10 /1 Renote Control Application Franmework
#defi ne RPC_SYS_RCN 11 /1 Renote Control Network Layer

#define RPC_SYS RCN _CLI ENT 12 /1 Renote Control Network Layer Cient
#defi ne RPC_SYS_BOOT 13 /1 Serial Bootl oader

#defi ne RPC_SYS_MAX 14 /1 Maxi mum val ue, nust be | ast

[l Sinmple API

©Co~NOoOUh~,wWNEO

Note that NPI_SyncMsgCback() function has to store the response mededbe same buffer where
the request command is stored when the function is called. The budéerégerenced using the pMsg
pointer argument.

The following code is an example of how a network processor interface consnaodessed.

voi d NPl _SynchMsgCback( npi MsgData_t *pMsg )
if (pMsg->subSys == RPC_SYS_RCAF)
{
switch( pMsg->cndld )

/1 read itemrequest

case RTIS CVMD | D RTI _READ | TEM
/'l confirm nessage | ength has to be set up
/1 and that before pMsg->pData[l] is overwitten.
pMsg->len = 1 + pMsg->pData[ 1];

/1 unpack itemd and |l en data and send to RTlI to read config interface
/1 using input buffer as the reply buffer

/1 Note: the status is stored in the first word of the payl oad

/1 Note: the subsystemld and command |Id remain the sane, so we only

/1 need return to conplete the synchronous call

pMsg->pData[0] = (rStatus_t)RTlI_Readltenm( pMsg->pData[0], pMsg->pDatall],
&Msg->pDat a[ 1] ) ;

br eak;

/* Other case statenents follow */
}
} /¥ if (pMsg->subSys == RPC_SYS RCAF) */

/* Other if statement may follow for other subsystems */

}
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7 UART vs. SPI

The network processor comes with UART configuration by default but SPI ocafign can be selected
by modifying np_main.cfg file. To choose SPI, define HAL_SPI as TRUE and HARTU#s FALSE as
follows:

/] - DHAL_SPI =FALSE

/1 - DHAL_UART=TRUE

- DHAL_SPI =TRUE

- DHAL _UART=FALSE

Rebuilding the project with the above changes will produce an image witlo&Rjuration. Table 4
compares UART and SPI.

Table 4 — UART vs. SPI comparison

UART SPI

Highest peak baud rate 115200bps 4Mbps

Number of signal pin 3 7

connections (including network

processor reset line)

Host processor portability (See | Generic UART drivers are Custom SPI driver has to be

[8]) available for most of the written per platform, as
platforms (e.g. PC has serial portproprietary MRDY and SRDY
driver out of the box). line control is necessary.
Network processor interface ang Network processor interface and
RTI surrogate have to be ported.RTI surrogate have to be ported.

8 Flash page map and memory map
Each configuration of network processor has a unique flash page map. Figuse&tds two distinctive
flash page maps used by network processor. One flash page is 2048 bytesied syEx.

For serial boot loading feature enabled configuration, the boot loader code sdbepfiest flash page
(page 0). The last flash page is reserved for the flash lock bitb@edmmissioned IEEE address.
OSAL non-volatile memory pages occupy configurable number of pages from the setqrabe down.
Between the NV pages and the first page is the code space. Thedenwdithe last flash page cannot be
used for code space because this page cannot be updated during serial bootdoatien €The details

of serial boot loading feature enabled configuration are explained itecliZp Find more information
about the last flash page and flash lock bits in [5].

Without serial boot loading feature, the code starts at the first pagesfladdress page) up. OSAL non-
volatile memory pages occupy configurable number of pages from the secqrabkastown. The last
flash page includes lock bits (last 16 bytes. See [5] for details) andissimmed IEEE address (8 bytes,
prior to lock bits). IEEE address is explained more in chapter 10. The remairdis last flash page can
be used for additional code if the code fills up the rest of the space.
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Last Last
Page Lock bit page (code) Page Lock bit page (reserved)
Non-volatile memory Non-volatile memory
pages pages
Offset 2047
Lock bits
Offset 2032
Offset 2031 IEEE address [7]
Network Processor Code
Code IEEE address [1:6]
Offset 2024 IEEE address [0]
Code or reserved
Page 0 Page 0 Boot code Offset 0
Non-SB configuration SB configuration flash Lock bit page
flash page map page map

Figure 5 — Flash page map

Number of pages used for OSAL non-volatile memory system is defined ohadl _cfg.h file. The
configurable constants and their values are listed in Table 5:

Table 5 — Non-volatile memory configuration in hal_board_cfg.h

Constant Name Description CC2530F64 CC2530F128| CC2530F256| CC2531F256
value
HAL_NV_PAGE_END| Last OSAL 31 63 127 127
NV page plus
one
HAL_NV_PAGE_CNT| Number of 2 2 6 6
OSAL NV
pages

In order to change the number of pages used for the non-volatile memory, $ystteimal board_cfg.h
file and linker command file have to be updated. In hal_board_cfg.h file, change the
HAL_NV_PAGE_CNT definition. For instance, if you wish to use 4 flash pages aAdl 88 pages for
CC2530F128 part, change hal_board_cfg.h file as follows:

#elif defined CC2530F128

#define HAL_FLASH LOCK BI TS 16
#define HAL_NV_PAGE_END 63
#defi ne HAL_NV_PAGE_CNT 4
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Linker command file can be located from project option pop up window. For instaecsedécting
CC2530F128 configuration, select Project -> Options menu. In project option pop up wasteet
linker category and Config tab. Linker command file name and path is déspdayFigure 6.

In the linker command file, find _ZIGNV_ADDRESS_SPACE_START definithmi change the
starting address to match the number of pages defined. For instanceathelidker command file for
CC2530F128 configuration has the following lines:

-D_ZI G\V_ADDRESS_SPACE START=0x3E800

If you want four pages for non-volatile memory instead, the non-volatileonygmage should be located
at 12th page of the last bank (16 - 1 - 3), and the address should be 0x38000 + (0x800 * (12 - 1)) =
0x3D800. See further below in this section, for flash pages per bank andsaddiges. The linker

command file in this case has to be updated as follows:

-D_ZI G\V_ADDRESS_SPACE START=0x3D800
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Options for node “rnp_cc2530

Categary:

General Options

Factory Settings |

CJC++ Compiler

Third-Party Driver
Texas Instrument:

Config l Proce 4 | »

Aszembler
Custom Build Dutput] Extra Dutput] ﬂdefine] Diagnnstics] Lizt
Build Actions Lirker command file
v fivaride defaui
Debugger (RN s

ti_51ew_cc2530M 26.4cl

Infineon

ROIM-Manitar [ Overide default program ety
&nalog Devices = |

Silabs i

Simulator

Search paths: [one per ling]

N

FPROL_DIRSN. M. Acommanhocc 2530

Baw binary image
File: Symbal;

Segment;

Align:

| -]

o]

Cancel

Figure 6 — Locating linker command file

XDATA memory map and CODE memory space are described in [5].

CC2530F64 configuration uses near code model and bank area is always occupteel sgithe code,

non-volatile memory pages and lock bit pages content as in flash page map.
CC2530F128 configuration, CC2530F256 configuration and CC2531F256 configuration use banked code

model and bank area is dynamically mapped to flash bank (comprised of 16 pagesdode address
space is represented in virtual code address. Virtual addressifobank is listed in Table 6.

Table 6 — Virtual address of banked code

Code Bank 0 |Bank1l |Bank2 Bank 3 | Bank 4 Bank 5 Bank 6 Bank 7

Bank

Address | 0x00000 | 0x18000 | 0x28000 | 0x38000 | 0x48000 | Ox58000 | Ox68000 | 0x78000

Range |- - - - - - - -
O0x07FFF| Ox1FFFF| Ox2FFFF | OX3FFFF | OX4FFFF | OXSFFFF | OX6FFFF | OX7FFFF
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Bank 0 is constantly mapped to common area (0x0000 — Ox7FFF) and the other banks are rbapged to
area (0x8000 — OxFFFF) dynamically. CC2530F128 has up to bank 3. Bank 4 to bank 7 applies only to
CC2530F256 and CC2531F256.

Such a bank set up is determined at link time and it is configured throughdoxeguration file. Linker
configuration file can be found through project options in IARKer category and the@onfigtab) as
illustrated in Figure 6.

Figure 7 shows where to find near code model or banked code model setting in an BSRqEtipns
window.

Options for node “rnp_cc2530"

Categony:

‘General Cptions

C/C4++ Compiler

Assembler
Custani Build Target l Ciata F'u:uinter] Code Bank] Dutput] Library Eunfiguratiun] Lit 4 | 4
Build Actions
Linker . :
Device information
Cebugger
Third-Party Driver Dewice: \CC2530 J
;I':FT::DI:strumentf CPU core: |F'Iair'| j
RCM-Monitar
Analog Devices Code model * [onot use extended stack
Silabs |Near " Extended stack at:
Sirnulakor i )
D1 ata model Calling convention
|Large j |><D.-‘-‘-.T.-’-‘-. gtack reentrant j

Location for constantz and ztings

Murber of vitual registers: |5 » i%ﬁﬂ mem':'f}'d .
M rapped as data

" CODE mernony

k. | Cancel

Figure 7 — Code model of a project

9 Stack and Heap

8051 micro-controller uses a variety of data memory access methods.c@t@nemory (i.e. not one
specific for register access) are the internal data mewitim8 bit address space (IDATA) and the
external data memory with 16 bit address space (XDATA). CC253x maps bothyredoess space to
the same internal SRAM. See [5] for details. IAR compiler generatisto use stack from both IDATA
and XDATA. How a compiled code uses IDATA and XDATA for stack is highlyethelent on compiler
itself.
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With IAR 8051 compiler version 7.51A, RemoTl CC2530 development kit 1.0 network processor us
about 282 bytes of XDATA stack and 56 bytes of IDATA stack. However, the defith afed stacks
could change with even slight modification of the code as how compiler geneoai=to use stack is
unpredictable.

Hence, 384 bytes of XDATA stack and 192 bytes of IDATA stack were exs@&mproject settings for
RemoTIl CC2530 development kit 1.0 network processor. Stack sizes can be adijessfafding the
stack usage with the final application code, by browsing stack memarg gpaugh debugger.

For instance, XDATA stack is located between addresses 0x100 and 0x27F afddi28K is located
between addresses 0x40 and OxFF in case of RemoTI network processor CC2530F 6zt dmuild, ke
found from generated map file.

IAR embedded workbench populates the value OXCD to the entire XDATA stddWATA stack space
when debugger resets CC253x.

A AR Embedded Workbench IDE

File Edit Wiew Project Texas Instruments Emulator Tools Window Help

D@ & % B@ — o |[wieword Yl BB WHS D
|EC2530FE4 =l [T 1367 DATA O0000CEE - O0000DEC z =
Films oA 113679 DATA 000000EE - OOODODEE 1
= 113680 DATA 000000FL - OOODOOF? 7
—ECLB ‘13681 DATA 000000FD - 000000FF 3
—EORAL | 13682 RAM CODE_XDATA DATA 00001000 - O0ODLDFF 23 rel D
& OLibraries 113683 XSTACK ¥DATA 00000100 - 0000027F 180 rel D
FEO0SAL {13684 XDATA NI ¥DATA 00000280 dse 0
Ha QORPC | 13685 XDATA 2 ¥DATA 00000280 - DOODODEZ B4 rel O
e G RT | 13686 XDATA_I ¥DATA 00000DE4 - DOODDECE E3 rel O
Bric {13687 PMO_XDATA ¥DATA 00000EC? - DOODOF7E BE rel O
[ ti_testrmode.c 113655 TERUANY i
= (3 SerialBoot 113683
&1 1 Output 113690
[ mp_cc2830.d51 113591 * *
(Y 0530 o = {13692 * END' OF CROSS REFERENCE * -
‘13693 * * =
e T e e ’— T ———— | A
Messages File

Building configuration: mp_cc2530 - CC2530F64
Updating build tree...

Configuration is up-to-date.

0|2 ! >
<— Build | Find in Files | Debug Log x
Ready {Errors 0, Warnings 0 Ln 136589, Col 1 UM

Figure 8 — Finding stack location

After running the application for the use cases picked for the deepelsustige, the stack memory space
can be browsed to determine how much stack was in use. In Figure 9, XDATA stagkedadown to
0x170, which makes the stack depth in this use case to be 0x27F — 0x170 + 1 = 272 bytes.

IDATA stack usage can be profiled likewise. Just select IData tosertMata memory.

Once stack usage is profiled, the stack size can be adjusted froot patii;gs (General Options
category, Stack/Heap tab).
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A 18R Embedded Workbench IDE
File Edit Wiew Project Debug Texas Instruments Emulator Tools  Window Help
D@ & ¢ @ o o | witeword A v G e fn |0 %8 5 &[40

= -‘_,-»:l r;-\_;_,-».»-'»
£ 7 P . it Sy s

x | [EE

i Dace: i tnp_cc2530.map | o B
|crosaores | T 181 - Goto

Fil & B | A = RCMN_ProcessBEvert ( | 162 # @retwrn Regson for exiting. j 007396 FO ~
HES e s osal_start_systern () | 1 o : 007397 90 04 &
B @ mp_cc25... v = main { ) . 007394 74 42

= (0 Applicat.. [Peall_main + 0x3)] i Setint nain(veid) = gg;gg% Eg

e LB |66 00739E 74 04
L—‘!HAL : i ¢ 167 /¢ disable interrupts 0073
e | 168 osal_int disable| INTS_ALL ); || . EEHEE
Dverview | oniib-CC2530 w4 | o] || ¢ > {‘F[]l [«] | i

X Goto  [D«100 ~| [<Data ~| [~

O00d0 ff £f £f £f £f £f ff £ £f £f £f £f £f ff ff Ef ~
00=0 £f £1 £ £f £f £f £f £f £f £f £f £ £f :
00£0 £f ff £f

0100 [ cd od cd

0110 |8

0120
0130
0140
0150
0160
170
0180
0190
0140
01b0
8 0ico
| o1do

£ Debug Log | Build | 'watch |Find in Files: Memory | Memory x

Ready \sel 00000100-0000016F MUM (O0R,

Figure 9 — XDATA Stack Profiling

RemoT]I software uses heap through OSAL memory management module. Jilelusdp size is set to
1024 bytes in np_main.cfg file. Heap usage varies drastically per usevesseith the same software
image. In other words, heap size has to be determined based on the supporteesudetiva products.
See chapter 4 for correlation with baud rate.

In order to profile heap usage, some OSAL code has to be instrumented. Unlikeestacly space,
heap memory space is not initialized with a certain pattern of data joKeBDce, it is necessary to add
code to initialize the heap memory space before the space is bethg us

The best location is osal_mem_init() function in OSAL_Memory.c module.
At the beginning of the function, add memory initialization code as follows:
void osal _meminit( void )

osal MenHdr _t *t np;
#if ( OSALMEM PROFI LER )

osal _nenset ( theHeap, OSALMEM I N T, MAXMENVHEAP );
#endi f

/1 Add this code to initialize menory space

extern void *osal _nenset( void *dest, uint8 value, int len );
osal _nmenset ( theHeap, O0xCD, MAXVMVEMHEAP );

Note that the OSALMEM_PROFILER compile flag is also supported. Weenompile flag is defined
as TRUE, the heap space is initialized with OSALMEM_INIT value instg@®xCD in the above code.
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OSALMEM_PROFILE compile flag brings in more code than the heap imgiddin, which is not
explained in this document.

With the new image, after running the use case with maximum heap usagehbrdekugger and check
the_theHeapmemory space.

Address range oftheHeapvariable can be found from map file.

A AR Embedded Workbench IDE

File Edit Wiew Project Debug Texas Instruments Emulator Tools  Window Help

D Lgl & & i) = ||thehean A4S R EHe Bo |E WG &2
EleEs 222y
Workspace Eallll Call Stack x . - |np_main‘c | 55AL_ Memary.c & Al Disassem! x
|CCasanres = T 1465 D00004ED A
2 [PFUNC_LEAVE D& | | j
Files BB A [ - L | 1456 000327 A3 -
; | 1487 — 000328 CO EO
‘5&2‘2\_9?25--- 4 ! 1468 ss: ¥DATA 000004EF - 00000SEE (0x400 bytes), align: ( QUi EU
Ecﬁ%lcat... | 1489 Intra module refs:  Segment part 105 oo0032c co B0
= . l4avo ADDRESS 0o0032E EO0
8 CHAL 5 | 1471 LETERG: 00032F A3
T —— | 1472 000004EF | 000330 CO ED e
Dverview | enlb-CC2530 4 | v] || ¢ 3 [ g0 [« =l >

x Goto ]I_theHeap ﬂ |><Data LJ Ll

Ja =p s e S S A R~ =d cd cd =1 01 cd cod
cd cd cd cd cd cd cd cd cd cd cd ed cd ed cd ed
cd ocd cd cd cd cd cd ed ed ed od ed cd cd ed =d ... ... L.
cd cd cd cd cd cd cd cd ed cd cd ed od cd ed =d Ll
cd ocd cd cd cd cd cd ed ed od od cd od =d ed =d o
cdocdocdcocdeocd cd cded ed ed ed ed cd ed ed ed 000000000
cd cd cd ed 'ed cd cd cd ed ed ed ed cd cd ed ed  covveevereeEEEe
cdcd cdcdcd cd cd cd ed cd cd cd od cd ed =d ...
M 072l cdcdcdcd cd cd cd cd cd cd cd ed cd ed cd ed oo
H| 07b0 cdcdcdcdcdecd ceded eded ed ed ed ed ed ed oo v

\sel 00000660-00000727 MUM (O0R,

Figure 10 — Heap usage profiling

If the _theHeap variable occupies Ox4ef to Ox8ee address space for exaanplefreen Ox4ef up to
0x8ee for any foot print of memory usage. In Figure 10, 0x727 is the highest anfdressory space
that was used in the heap space. That amounts to 0x727 - Ox4ef + 1 = 569 bytes ofgeeap usa

Once heap size is profiled, the heap size can be adjusted by changing INT_HERAefinition as
compile option in np_main.cfg file. For instance, replacing -DINT_HEARMN+E24 with -
DINT_HEAP_LEN=2048 in np_main.cfg file adjusts heap size to 2,048 bytes.

10 IEEE address

CC253x has its own IEEE address built into the chip (information page IEE&sajidRemoTI network
layer uses this IEEE address unless the IEEE address is overriddercustbra IEEE address by
RCN_NImeSetRéqcall forRCN_NIB_IEEE_ADDRESStribute. Once the IEEE address is overridden,
network layer uses the custom IEEE address till this custom IEEEsaddmverwritten with another
RCN_NImeSetRéncall. If upper layer writes OXFFFFFFFFFFFFFFFF as the cust&ff Heldress,
network layer uses this null IEEE address till next power cycle. From nexrpyale, network layer

will start using the IEEE address built into the chip again.
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RemoT]I application framework, rti.c module, us&8N_NImeSetReq) prioritize an IEEE address
programmed to a specific last flash page location rif@é®gramleeeAdd() function for the source code.
This function is called upon every system reset and the function readsrhmissioned IEEE address in
the special location and if it is valid (non-OxFFFFFFFFFFFFFFFRE) JBiEE address is set to the
network layer usindRCN_NImeSetRéocall. The special location is offset Ox7E8 of the last page stored
in little-endian order, which neighbors lock bits which starts from ofig@E0. This is the location where
SmartRF programmer will program the secondary IEEE address. The agclouation of IEEE address
on the SmartRF Flash programmer window &s in Figure 11 corresponds to thissiomed IEEE

address while the primary location of IEEE address corresponds to tearadntioned information page
IEEE address.

- Texas Instruments SmartRF® Flash Programmer E|E|E|

Sustem-on-Chip | EB application [USE] | EE application (serial] | EB bootloader | MSP430 |

i
{!‘ TEXAS
INSTRUMENTS EB ID | Chip type [ EE type EB fimware 1D_| EB firmware rev
697 CC2530 SmartHFOSEE 0500 oon7

{tcitsces O04E CC24300  CC2430DB o400 nozz

Fast =

Flash image: ]E:'\Dacuments and SettingshalB73E524D ecktopirza_cc2b30 hex LJ _j

Location-

Wwhite IEEE (" Primarp  + Secondary | |EEE 0O |FF FF FFFF FFFF FFFF

[ PRetain IEEE address when reprogramming the chip

Yiew [nfo Page |

Actions: Flazh lock [effective after program/ append]:

" Erase and program \Write protect; |

(™ Eraze. program and serify

o s [~ Block debug commands [|-n|:|. read access|
 \erify against hex-fils MB: Cannaot "“Append and venfy'' when set!

[ Read flazh into hex-file

Perfarm actions

IEEE addreszs successfully read

Figure 11 — SmartRF programmer

Hence, with RemoT]I application framework, the hierarchy of IEEE address ui2sBE@set is as
follows:

» If the commissioned IEEE address is valid, use the commissioned IEEEsaddres

» Otherwise, use the information page IEEE address

Figure 12 illustrates the flow chart of selecting the network ld&€Eladdress, during startup of a
device.
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Figure 12 — IEEE address selection flow during startup
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11 Network layer configuration
The standard NIB attributes can be configured and updated at run time tRDludlritelten() function
or RCN_NImeSetRéxfunction in case rti.c module is not used.

In rti.c modulertiResetS4) function implementation shows exampleREN_NImeSetR€qcalls to set
standard defined NIB attributes.

Network layer attributes that can be used with eiRiEr Writeltemor RCN_NImeSetRéoare
enumerated in rcn_attribs.h file. Note that several non-standabditetsrare also provided.

The following Table 7 explains non-standard attributes.

Table 7 — Network layer custom attributes

Attribute identifier Description

RCN_NIB_NWK_NODE_CAPABILITIES| This attribute corresponds to staddamstant
nwkcNodeCapabilities.

The value of this attribute should not change in producf.

RCN_NIB_NWK_VENDOR_IDENTIFIER| This attribute corresponds to standard constant
nwkcVendorldentifier.

The value of this attribute should not change in product.

RCN_NIB_NWK_VENDOR_STRING This attribute corresponds to standard aoinst
nwkcVendorString.

The value of this attribute should not change in product.

RCN_NIB_STARTED It is an attribute to indicate whether networkrl s
started (‘1) or not (‘0"). This attribute is useful for
application to determine whether it has to perform cold
boot procedure or warm boot procedure.

RTI module (rti.c) uses this attribute to determine cold
boot or warm boot procedure.

RCN_NIB_IEEE_ADDRESS IEEE address attribute. By default, netvayrr Iwill
program IEEE address using chip IEEE addresss.

Application can override chip IEEE address with this
attribute. Note that RTI module (rti.c) writes into this
attribute upon system reset. Application should consider
conflict with RTI module when writing this attribute. Se¢

chapter 10.
RCN_NIB_AGILITY_ENABLE Enable/disable frequency agility
RCN_NIB_TRANSMIT_POWER Set transmission power level in dBm.
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Note that other non-standard attributes such as RCN_NIB_PAN_ID and RBNSNORT_ADDRESS
are not configurable items. Those attribute values can be read in orddnigrpiepose.

Certain set of network layer implementation parameters can alsodifien at build time by changing
rcn_config.c file. The file is configured with default recommended values.

12 Serial Boot Loader

12.1 Overview of the serial boot loader demo

Serial boot loading is a feature that enables a RemoTI network prodesgm to download its
embedded software image from a host processor through serial intenfdcasdJART and SPI. It is out
of scope of this document how the host processor gets a software imagairficidar network
processor.

Serial boot loader demo consists of a network processor image whicht is Beiiial boot loading
enabled configuration, a serial boot loader programmed network processer alebiserial boot loader
demo PC tool. See [6] for build, setup and execution instructions.

Serial boot loader code resides at the bottom of the flash memory nmeBiasrie 5. Upon power cycle,
serial boot loader decides whether to start serial boot loading or to juhgdownloaded image area.
How the decision is made is implementation specific. In the UART serial &bt demo code, serial
boot loader makes a decision by validity of the downloaded image. If tige imahe downloaded image
area is not a valid image, the serial boot loader starts in bedaloading mode and waits for commands
from host processor. If the image in the downloaded image area is kallshdt loader jumps to the

valid image area. A network processor application which supports this U&dRil [soot loader
mechanism has to clear the image preamble area and triggers a watsedogsa result of processing a
command from host processor to trigger serial boot loading.

In SPI version of the serial boot loader configuration, the serial badet makes decision of entering
serial boot loading mode simply by reading the state of MRDY pin upon power up

Use of the GPI such as MRDY as in SPI configuration demo is recommended beoausees
dependency on network processor image to support serial boot loading. The smcalepioyed in the
UART serial boot loader demo code is recommended only for the connectiomsamhaiditional GPIO
control is either physically impossible or unaffordable.

Once in serial boot loading mode, the serial boot loader receives comm@andwbt processor and
executes them. Host processor is the intelligent part of the prokttmsil processor chooses image sector
to download, reads back downloaded image area sector to verify the wriigsm amd authorize the use
of the image, etc.

In the demo, host processor is emulated by a PC demo tool.

12.2 Serial boot loading commands
Serial boot loading command packets follow the same format as regularkerocessor interface

commands. However, they are not exactly the same as serial boot loadingrasvare accepted only by
the serial boot loader in serial boot loading mode and underlying transportniseticauld be different
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from the one used by network processor image. For instance, serial boot lodddyenighning 9600bps
baud rate while network processor interface could be running 115200bps baud rate.

The serial boot loading command is always triggered by host procassainfi then the serial boot
loader of the network processor sends a respond command. Each commandbiediiesttre
subsections.

12.2.1 Handshake Command

The Handshake is command ID 0x04. The handshake has no parameters. The handsihaketliese
host processor to determine if the boot loader is running on the networkgmodevice.

Handshake Command

1 Byte 1 Byte 1 Byte 1 Byte
SOP Len Sys (13) CMD (0x4
The network processor boot loader responds with a 1 byte status code ogr8&nSUCCESS.
Handshake Response

1 Byte 1 Byte 1 Byte 1 Byte 1 Bytes
SOP Len Sys (13 CMD Status (0)
(0Ox84)

12.2.2 Write Command

The Write command is command ID 0x01. The write is sent by the host processae tionage portion
to the flash on the network processor device. The write command has thenglgatameters:

Write Command:

1 Byte 1 Byte 1 Byte 1 Byte 2 Bytes 64 Bytes
SOP Len Sys (13) CMD (0x1 Address Data
The address contains a word aligned address of the image. The networkgrboesloader must add
the base address of the network processor program area to the addessstwbrk processor boot
loader responds to the write command with the status of the operation.

Write Response

1 Byte 1 Byte 1 Byte 1 Byte 1 Bytes
SOP Len Sys (13 CMD Status
(0Ox81)

12.2.3 Read Command

The Read command is command ID 0x02. The read command is sent by the host pmoesddrdm

the flash on the network processor. The read command has the followingfeaisam

Read Command:

1 Byte 1 Byte 1 Byte 1 Byte 2 Bytes
SOP Len Sys (13) CMD (0x2 Address

The address contains a word aligned address of the image. The netwoskq@rboet loader must add

the base address of the network processor program area to the addessstwbrk processor responds
to the read command with the status of the operation, the address, and the data.

Write Response

1Byte | 1Byte| 1Byte 1 Byte 1 Byte 2 Bytes 64 Byte
SOP Len Sys CMD Status Address Data
(13) (0x82)
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12.2.4 Enable Command

The Enable command is command ID 0x03. The enable command is sent by the hastipitmces
indicate the image on the network processor is valid. When the netwodspoobtoot loader has
received the enable, it writes SB_ENABLED_VALUE to the enabled paesirokthe preamble in the
application image. The boot loader uses the enabled parameter of thblpragstartup to determine if
a valid image is present in the application memory space.

Enable Command

1 Byte 1 Byte 1 Byte 1 Byte
SOP Len Sys (13) CMD (0x3
The network processor boot loader responds with a 1 byte status code ogr8&nSUCCESS.
Enable Response

1 Byte 1 Byte 1 Byte 1 Byte 1 Bytes
SOP Len Sys (13 CMD Status (0)
(0x83)

12.3 Boot loading sequences

Figure 13 and Figure 14 illustrate boot loading sequences and application imadeadiivg sequences
performed during boot loading.

Note that validity of the image is determined by checking preamble apgieation image area, which
is updated only as the last transaction of image download sequence. If angdgsngrgng during
download of the image, such as power failure, the preamble of the imageraseapdated and serial
boot loader stays in boot loading mode waiting for boot loading command from hostsoroce

When the image is valid, the boot loader jumps to the image area.

The afore-mentioned boot loading sequence is a solution used in UART seriadamytdample code.
The SPI serial boot loader sample code uses the status of MRDY Igigrsthtus to decide whether to
stay in boot loading mode or to jump to application image in addition to the validhg application
image. In such a case, host processor can force running network processyr to poot loader by
simply setting MRDY signal line properly and resetting the network psocdsyy RESETCC signal
assert.

Note that host processor reads back application image before enablingglee Tine idea is to validate
written image without having to impose CRC checking in the serial bootrldad&s done so to
minimize code size of the serial boot loader. On the other hand, the tiemeftalserial downloading
would take longer than using CRC validation mechanism since the emtige has to be read back.
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Figure 13 — Initial Application Image Download Sequence
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RemoTI Network Processor

Host Procesor Serial Boot Loader Network Processor App
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App image downloading (starting from Handshake
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Figure 14 — Consequent Application Image Download Sequence

12.4 Network processor configuration for serial boo t loading

RemoTI network processor includes serial boot loading demo featuréama@mfigurations
(CC2530F64_SB, CC2530F128_SB and CC2530F256_SB). When the serial boot loading enabling
configuration is in use, the sb_target.c module is compiled together andeetibbading specific linker
command file is selected. Serial boot loader configuration alsoREWSURE _SERIAL_BOOdompile
flag definition, which enables handling of serial boot loader mode commawt twigigers software reset
to serial boot loading mode from normal network processor operation.

Such a command might not be necessary if serial boot loader makes decisigh tihen means than
reading validity of the image alone. For example, the SPI serial bat#rldamo code uses MRDY line
and hence host processor could reset the network processor without haeimd 4o special command
over the serial interface.

12.5 Lock bit page

When building network processor image for serial boot loading, lock bit pagetdze used to store the
downloaded code image as lock bit page itself cannot be overwritten dxeingtion of code. Lock bit
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page can be updated only though debug interface. That is why the lock bit pages vssge/éd in
Figure 5.

13 DMA, peripheral 10 and timers

RemoTI network processor uses the following resources:

* USARTO when configured for UART

* USART1 when configured for SPI

» Peripheral 10 pins PO_2 and PO_3 when configured for UART

» Peripheral 10 pins PO_3, PO_4, P1_4,P1 5, P1_6 and P1_7 when configured for SPI

* Peripheral 10 pins PO_7, P1_1 and P1_4 when configured for CC2530-CC2591EM 2.0.
* DMA channel 0 for non-volatile memory access

» DMA channel 3 and 4 for UART or SPI

* Timer2 (MAC timer) and sleep timer

» USB controller for CC2531

Other peripheral IO might be set up by default (for instance, 10 pin connedt&dDs on RemoT| Target
Board platform) by HAL but they are not used by the network processacatjpi and they are free to
use by custom code.

14 RF frontend chip connection configuration

Transmit power and receiver gain of CC2530 can be increased by adding an Ridfohipesuch as
CC2591. The network processor project includes a configuration (CC2530F256+CE23%E) of the
RF frontend chip.

If the CC2591 is in use, the security feature of the RemoT]I stack when ustdget @aode has to be
disabled by setting RCN_NIB_NWK_NODE_CAPABILITIES attribute aciagly (See [2]). It is
because a target node is required to transmit key seed command framgsyaim -15dBm but with use
of CC2591, such low power transmission is not possible. The Target Ematdtsrhot configured to
disable security feature and hence cannot be used with a CC2530+CC258dieicomplying with
the standard.

When the HAL_PA_LNA compile flag is defined, the network processdicapipn is compiled to create

a binary image for a CC2530-CC2591EM 2.0 board. The chip to chip connection is cahpgutially

by the stack and partially by the MAC_RfFrontendSetup() function defined in theffnatend.c file.

The PAEN pin and EN pin of CC2591 must be connected to P1_1 and P1_4 of CC2530 each jisst like it
done on the CC2530-CC2591 EM 2.0 board. MAC_RfFrontendSetup() function can be modified to
customize HGM pin connection. On the CC2530-CC2591 EM 2.0 board, the pin is connected to PO_7 pin
of CC2530 but in custom design it could be either grounded or connected to ¥adinst

MAC_RfFrontendSetup() function not only configures the HGM pin connection dabisalects TX
power register value table and RSSI value adjustment value tahld¢tentrgh a function call to
MAC_SetRadioRegTable().MAC_SetRadioRegTable() function takesitguments, TX power register
value table index and RSSI adjustment value index. Note that the @{&S2591 are included only in
the rcnsuper-CC2530-banked.lib file.

rcnsuper-CC2530-banked.lib supports the following table indices.

33 Copyright’] 2009 Texas Instruments, Inc. All rights reserved.



RemoTI Network Processor Developer's Guide SWRU223A

Index Parameter Table Index
TX power register value table| CC2530 with no frontend 0
index (txPwrTblldx)

CC2530 + CC2591 1
RSSI adjustment value index| CC2530 with no frontend 0
(rssiAdjldx)

CC2530 + CC2591 in high gain mode 1

CC2530 + CC2591 in low gain mode 2

Note that regardless of RF frontend selection, an application can setrtsm@it power level using the
same Texas Instruments proprietary network layer attribute, RCN_RBNBMIT_POWER (See [2]).
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15 General Information

15.1 Document History

Table 8 — Document History

Revision Date Description/Changes
1.0 2009-07-06 | Initial release
swru223a |2009-09-18 | New configurations for CC2531 dongle platform and

CC2591 RF frontend were added.

UART serial boot loading decision making algorithm was
modified.
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